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APPENDIX A: Finding the ESS 1 

 2 

(a) Characterising the population of opponents 3 

 4 

The chance, s, that a randomly encountered opponent in the population who plays Hawk 5 

is strong is (by Bayes’ theorem) 6 
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where p1 is the proportion of individuals that are strong, p0 = 1 − p1 is the proportion of 8 

individuals that are weak, h0 is the chance that a randomly encountered weak opponent 9 

plays Hawk and h1 is the chance that a randomly encountered strong opponent plays 10 

Hawk. From the contest structure outlined in the main text, we can thus calculate the 11 

chance, x0, that a weak individual wins a fight against a randomly encountered opponent 12 

(who plays Hawk) as 13 

 ( ) ssx γ+−= 1
2
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0  (A2a) 14 

and the chance, x1, that a strong individual does so as 15 

 ( )( ) ssx
2
1111 +−−= γ , (A2b) 16 

where γ is the chance that a weak individual defeats a strong opponent. We can use x0 and 17 

x1 to calculate the state-dependent probability ( )nfQ ,  that an individual is strong, given 18 

that it has won n of its f previous fights: 19 
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Then the chance, ( )nfB , , that an individual with n victories in f previous fights will 21 

defeat a randomly encountered opponent (who plays Hawk) is 22 

 ( ) ( ) ( )( ) 01 ,1,, xnfQxnfQnfB ⋅−+⋅= . (A4) 23 

This expression can be used to derive an individual’s best-response strategy in the 24 

population in question, as explained below. 25 

 26 

 27 

(b) Identifying the error-prone best-response strategy 28 

 29 

We first determined the best response when the mutant individual’s memory is ‘full’, in 30 

that it has previously experienced at least F fights and therefore will continue to play 31 

Hawk with the same probability ( )nFPH , . For this individual, the expected future fitness 32 

if it plays Hawk in the current encounter, WH, is given by 33 
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where R represents the fitness gains from future rounds (see below). The first term gives 35 

the pay-off when its opponent plays Dove, while the second gives the pay-off when the 36 

opponent also plays Hawk (and therefore the contest escalates into a physical fight). If, 37 

instead, the mutant individual plays Dove, its expected future fitness WD is 38 

 ( ) ( ) ( )[ ] ( )RdvhphpnFWD −+−+−= 1
2

11, 1100  (A5b) 39 

since it receives nothing if its opponent plays Hawk. 40 

We seek the best-response strategy for this mutant in the current population. In the 41 

absence of error, the best response is to choose whichever of the two options, Hawk or 42 
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Dove, gives the highest pay-off. However, we assume that behavioural decisions are 43 

error-prone, such that (for any values of f and n) the chance of playing Hawk is computed 44 

as 45 
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where ε is a small positive constant setting the frequency of mistakes (for the results 47 

shown, we used ε = 0.005). Note that equation (A6) yields a value for ( )nFPH ,  that is 48 

independent of R in equations (A5a) and (A5b). The form of equation (A6) implies that 49 

costly mistakes are rare (McNamara et al. 1997). Taking this into account, the expected 50 

future fitness of a best-response mutant with n wins out of f fights is 51 

 ( ) ( ) ( ) ( )( ) ( )nfWnfPnfWnfPnfW DHHH ,,1,,, ⋅−+⋅= . (A7) 52 

For f = F, the mutant’s memory is already full, and the decision to play Hawk or Dove 53 

does not affect its fitness in future rounds. Consequently, ( )nFWR ,= , and combining 54 

equations (A5)–(A7) we have 55 
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Having determined the best response for the mutant individual when it has a full 58 

memory, we worked backwards from this point to consider the same individual after F − 59 

1 fights, then F − 2 fights and so on, ending up with naïve individual for which f = 0. The 60 

calculations are different because with f < F, the decision to play Hawk or Dove can 61 

affect the individual’s state (i.e. its information variables f and n). The expected future 62 

fitness pay-offs are computed as 63 
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 ( ) ( ) ( )[ ] ( ) ( )nfWdvhphpnfWD ,1
2

11, 1100 ⋅−+−+−=  (A9b) 65 

where ( )nfW ,  is given by equation (A7). Note that when both the mutant individual and 66 

its opponent play Hawk, f is incremented by 1 unit; and if the mutant wins, n is also 67 

incremented by 1 unit. For each combination of f and n, we used the function FindRoot in 68 

Mathematica (Wolfram Research, Inc. 2007) to find numerical solutions to equations 69 

(A6), (A7) and (A9) in terms of WH, WD, ( )nfPH ,  and W. 70 

 71 

 72 

(c) Calculating the resulting levels of aggression 73 

 74 

If the best-response strategy were adopted by all individuals in the population, this would 75 

give rise to new values of h0 and h1, which we call h0b and h1b. Thus h0b is the chance that 76 

a randomly encountered weak individual in the best-response population plays Hawk, 77 

while h1b is the chance that a randomly encountered strong individual in the best-response 78 
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population plays Hawk. We calculated these as the average probability of playing Hawk 79 

for all individuals of that fighting ability (weak or strong), weighted by the frequency of 80 

individuals in each state: 81 
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where ( )nf ,δ  is the frequency of individuals that have won n of their f previous fights (0 84 

≤ δ ≤ 1) and is given by 85 

( ) ( ) ( )[ ] dhphpnfPnf H ++⋅−⋅ 1100,1,δ  for f = n = 0 (A11a)
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otherwise. (A11b)

Individuals in state f = n = 0 (equation (A11a)) were either already in that state in the 86 

preceding round (frequency ( )0,0δ ) and then did not get into a fight (probability 87 

( ) ( )11000,01 hphpPH +⋅− ), or were newly born at the end of that round (frequency d). For 88 

individuals with f > 0, the calculation is more complicated because these individuals 89 

could have had one of three different experiences in the preceding round, reflected by the 90 

three terms in equation (A11b). The first term represents individuals that were already in 91 

state (f,n) and did not get into a fight in the preceding round; similarly to before, this 92 

happens with probability ( ) ( )1100,1 hphpnfPH +⋅− . The second term represents 93 

individuals that were previously in state (f − 1,n) and then got into a fight (probability 94 
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( ) ( )1100,1 hphpnfPH +⋅− ) which they lost (probability ( )nfB ,11 −− ), so their number of 95 

fights was updated by 1 unit. The third term represents individuals that were in state (f − 96 

1,n − 1) and then got into a fight (probability ( ) ( )1100,1 hphpnfPH +⋅− ) which they won 97 

(probability ( )1,1 −− nfB ), so their number of fights and number of victories were both 98 

updated by 1 unit. In all three cases, the chance that these individuals survived to the 99 

current round is 1 − d. Starting from a population composed entirely of naïve individuals 100 

( ( ) 1, =nfδ  for f = n = 0 and ( ) 0, =nfδ  otherwise), equation (A11) was iterated 100 101 

times for all values of f and n to generate a stable frequency distribution. These stable 102 

values of ( )nf ,δ  were then entered into equation (A10) to obtain h0b and h1b, the levels 103 

of aggression in a population playing the best-response strategy. 104 

 105 

 106 

(d) Updating the values of h0 and h1 107 

 108 

We adjusted the population levels of aggression h0 and h1 in the direction of the 109 

calculated best-response values h0b and h1b to yield updated values 0h′  and 1h′ , according 110 

to the following equation: 111 

 ( ) bhhh 000 1 λλ +−=′  (A12a) 112 

 ( ) bhhh 111 1 λλ +−=′ , (A12b) 113 

where λ is a constant between 0 and 1 controlling the degree of updating. 114 

 115 

 116 
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(e) Iterating until convergence 117 

 118 

We repeated steps (b)–(d) until the process converged on a stable solution. The process 119 

was halted when a best-response strategy was found for which h0b and h1b differed from 120 

h0 and h1 by less than 0.000001. This strategy was taken to be the ESS. 121 

 122 

 123 
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