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Joint condition-based maintenance and load-sharing optimization for
multi-unit systems with economic dependency

Michiel A. J. uit het Broek*, Ruud H. Teunter, Bram de Jonge, Jasper Veldman

Department of Operations, Faculty of Economics and Business, University of Groningen, the Netherlands

Abstract

Many production facilities consist of multiple units of equipment, such as pumps or turbines, that are jointly used
to satisfy a given production target. Such systems often have overcapacity to ensure high levels of reliability
and availability. The deterioration rates of the units typically depend on their production rates, implying that the
operator can control deterioration by dynamically reallocating load among units. In this study, we examine the
value of condition-based load-sharing decisions for multi-unit systems with economic dependency. We formulate
the system as a Markov decision process and provide optimal joint condition-based maintenance and production
policies. Our numerical results show that, dependent on the system characteristics, substantial cost savings of up
to 40% can be realized compared to the optimal condition-based maintenance policy under equal load-sharing. The
structure of the optimal policy particularly depends on the maintenance setup cost and the penalty that is incurred if
the production target is not satisfied. For systems with high setup costs, the clustering of maintenance interventions
is improved by synchronizing the deterioration of the units. On the contrary, for low setup costs, the deterioration
levels are desynchronized and the maintenance interventions are alternated.

Keywords: condition-based maintenance, condition-based production, load-sharing, economic
dependency, clustering, production-dependent deterioration

1. Introduction

Many production facilities consist of multiple units that are jointly used to satisfy a production target.
These units deteriorate due to load and stress caused by production and eventually require maintenance
in order to keep the system in, or bring it back to, an operating condition. The resulting maintenance
expenses often constitute a substantial part of the total budget of production facilities, and can even form
up to 70 percent of the total production costs (Bevilacqua and Braglia, 2000). Many studies aim to reduce
these costs by developing condition-based maintenance policies and show that such policies reduce costs
while improving availability and productivity.

Another option to improve the cost efficiency of production facilities is to control the deterioration
of its units by adopting condition-based production policies (Uit het Broek et al., 2019a,b). Such poli-
cies exploit the relation between the production rate and the deterioration rate by dynamically adjusting
the production rate based on condition information. Although others have shown the effectiveness of
condition-based production policies for single-unit systems, there are, to the best of our knowledge, no
studies devoted to condition-based production policies for multi-unit systems that consider dynamic re-
allocation of load among units. Optimal maintenance policies for multi-unit systems are often more
advanced than for single-unit systems because of the various types of dependencies that exists between
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units (Olde Keizer et al., 2017). It is therefore also expected that condition-based production policies
will be different for multi-unit systems.

The most commonly studied dependency is positive economic dependency such as a fixed mainte-
nance setup cost that is independent of the number of units that are maintained. In such cases, clustering
maintenance interventions for various units is often more cost efficient than performing them separately.
However, clustering maintenance for units with different degradation levels implies that maintenance is
performed unnecessarily early for units with relatively low levels of deterioration. In such situations, an
interesting question is whether it can be profitable to control the deterioration processes by reallocating
load from highly deteriorated units among the other units. Hereby the operator can actively synchro-
nize the deterioration levels of the units, which introduces opportunities to improve the clustering of
maintenance interventions.

In this study, we present a first exploration of the benefits of condition-based load-sharing decisions
for multi-unit systems with economic dependency. The deterioration rates of the units depend on their
respective loads, implying that the operator can control their deterioration by dynamically reallocating
load among units. We formulate the problem as a Markov decision process and use this to determine op-
timal maintenance and production policies. Our results show that condition-based load-sharing improves
the effectiveness of condition-based maintenance policies, and that its effectiveness heavily depends on
the degree of overcapacity. Throughout this study, we use the term overcapacity to refer to systems with
some overcapacity, but for which all units are needed to satisfy the production target. Furthermore, by
redundancy we refer to systems with sufficient overcapacity to still reach the production target if one
or more machines are not functioning. Substantial cost savings up to 20% can be obtained for systems
with overcapacity, and these savings increase up to 40% for systems with redundancy. The savings are
the result of fewer failures, fewer maintenance actions per unit, improved maintenance clustering, and
reduced risks of production shortages.

An insightful observation is that condition-based load-sharing policies are also effective for systems
without economic dependency. For such systems, cost savings are possible by actively desynchronizing
the deterioration levels of the units. Moreover, for many systems there are scenarios in which the most
deteriorated unit takes over load from the least deteriorated unit. An interesting side effect of adopting
condition-based load-sharing policies is that doing so not only reduces the expected cost but also its
variance, implying higher financial robustness.

The remainder of this study is organized as follows. In Section 2, we discuss the literature on mainte-
nance and production decisions and specifically address studies that consider multi-unit systems with de-
pendency between the units. In Section 3, we formally describe the system that we consider. The Markov
decision process formulation used to obtain optimal policies is given in Section 4. In Sections 5 — 7, we
examine the structure of the optimal policies and the associated cost savings. We conclude and provide
future research opportunities in Section 8.

2. Literature review

In this study, we introduce condition-based load-sharing decisions and combine this with condition-
based maintenance, redundancy, and economic dependency. For extensive reviews on condition-based
maintenance we refer to Alaswad and Xiang (2017) and De Jonge and Scarf (2019). For a review
on condition-based maintenance for multi-unit systems with dependencies we refer to Olde Keizer et al.
(2017). In the remainder of our literature review, we first discuss studies on condition-based maintenance
that also include redundancy or economic dependency. Then we zoom in on studies with load sharing,
which can be divided into failure-based and degradation-based load sharing. In both streams, the load
sharing dynamics are exogeneously given and cannot be used as a feature to control the deterioration of



units. The last stream that we discuss are studies that examine condition-based production policies for
single-unit systems.

The literature on condition-based maintenance for multi-unit systems is rich, and both redundancy
(Lu and Jiang, 2007; Wang et al., 2009) and economic dependency (Castanier et al., 2005; Do et al., 2013;
De Jonge et al., 2016) are addressed in various settings. Also the joint effect of redundancy and economic
dependency is studied, including 1-out-of-N systems (Li et al., 2016), k-out-of-N systems (Olde Keizer
et al., 2016), and series-parallel systems (Zhou et al., 2013). The aforementioned studies investigate
condition-based maintenance policies for multi-unit systems with either redundancy, economic depen-
dency, or both, but none of them include the effect of load sharing. The observation that research on
the integration of condition-based maintenance with load sharing is lacking is also brought forward by
Olde Keizer et al. (2017, 2018).

Others have addressed multi-unit systems with failure-based load sharing and degradation processes
that can be monitored. Under failure-based load sharing, the total load is equally shared among all func-
tioning units and thus the load faced by a unit can only change upon failure of another unit. Zhang
et al. (2014, 2015) investigate maintenance policies with an opportunistic threshold for preventive main-
tenance. They consider a system whose units deteriorate with a nominal rate as long as all units are func-
tioning and the deterioration rate of all units accelerate once at least one unit has failed. Marseguerra
et al. (2002) analyze condition-based maintenance policies for series and parallel systems. They con-
sider policies in which the maintenance decision for a unit only depends on its own health and not on the
complete system state. Olde Keizer et al. (2018) examine optimal condition-based maintenance policies
for 1-out-of-N systems with economic dependency and load sharing. They model the deterioration rate
of units as a function of the number of functioning units. Their results show that it is important to base
decisions on the complete system state and that load-sharing effects should not be ignored in making
those decisions. They also find that postponing maintenance of failed units can be cost-effective in order
to improve the clustering of maintenance tasks. Zhao et al. (2018) consider the reliability of a multi-unit
system whose units deteriorate according to a Brownian motion. In these studies, the total load pro-
cessed by the system is constant over time and is equally shared among the functioning units. Hence,
reallocating load is triggered by failures only and is not used as an opportunity to dynamically control
the deterioration processes of units.

Another research stream that includes load sharing is degradation-based load sharing. In contrast to
failure-based load sharing, load is not reallocated upon failure, but the load of units gradually increases
when the deterioration level of other units increases. Many settings are addressed in this research stream,
including settings with condition monitoring and with economic dependency (see, e.g., Do et al., 2015,
2019; Rasmekomen and Parlikad, 2016; Zhou et al., 2016). Studies in this stream clearly differ from
our research since, similar to the failure-based load sharing stream, the deterioration processes are not
controlled by dynamically reallocating load among units.

All the above-mentioned studies consider condition-based maintenance policies for systems with
load sharing. However, none of them utilize condition information to determine the load applied to a
unit by controlling the production rate. We note that the static equal load-sharing rule as addressed by
the above studies is realistic for many practical systems. For instance, if one cable of a cable-supported
bridge fails, this increases the load faced by the other cables and an operator can not dynamically decide
which cable should take over the load. In practice, however, there are also many examples where the
operator can determine how the total load is allocated among units. This holds in particular for manufac-
turing systems, systems used in the process industry, and energy systems. For instance, for a wind farm
only the total production at the system level is relevant, and not how the load is distributed among the
individual turbines.

Uit het Broek et al. (2019b) study condition-based production rates for a single-unit system for which
the next maintenance intervention is already scheduled. The production rate directly affects the deterio-



ration rate and can thus be used to control the deterioration process. Uit het Broek et al. (2019a) extend
this to the joint optimization of condition-based maintenance and production. Their study shows that
condition-based production and maintenance decisions can complement each other and that the effec-
tiveness of both strongly depends on various characteristics of the system. There are some other studies
on condition-based production policies, but these assume that the production rate does not affect the
deterioration rate of the system (see, e.g., Iravani and Duenyas, 2002; Sloan, 2004). Although these
studies consider condition-based production, none of them addresses the value of dynamically sharing
load between multiple units.

We conclude that condition-based maintenance, redundancy, economic dependency, and load sharing
are well studied in isolation, but are scarcely jointly addressed. Moreover, condition-based production
rate decisions have received little attention, even in isolation of the other effects. To the best of our
knowledge, there is no study that examines the value of dynamically redistributing load among units
based on condition information. The aim of our study is to combine these effects and to explore the
potentials of condition-based load-sharing control in such settings.

3. Problem description

We consider a multi-unit system consisting of » identical units. The production rate of each unit
is adjustable over time and affects the deterioration rate of the unit. There is an economic dependency
between the units as carrying out maintenance incurs a fixed setup cost, independent of the number of
units that are maintained. Our aim is to determine the joint condition-based maintenance and production
policy that minimizes the long-run cost rate while an overall production target is taken into account.
In the remainder of this section, we first introduce the possible states of the system, followed by the
admissible decisions and how these affect the state of the system. Thereafter the costs corresponding to
these actions are given.

The deterioration process of each unit is continuously monitored and is described by a continuous-
time continuous-state nondecreasing stochastic process X; = {X;(f) > 0 | + > 0}. In this process,
deterioration level O represents that the unit is as-good-as new and the unit fails when its deterioration
level exceeds a fixed failure level L. The condition of the complete system is denoted as x = (xy, ..., X,).

The operator can schedule maintenance interventions based on the condition of the system at any
time. Maintenance actions are assumed to be perfect, that is, they restore the condition of a unit to
the as-good-as-new condition. Furthermore, a planning time s is required to schedule a maintenance
intervention. The maintenance actions themselves are assumed to require a negligible amount of time.
This is often realistic as repair times are typically hours to days whereas expected lifetimes are often in
the order of years. Planning maintenance, however, can take several months due to lengthy lead times for
specialized tools and equipment, and therefore we do consider a planning time in our model. Moreover,
the operator has the flexibility to decide which specific units are maintained after the planning time.

At any time, the operator can control the production rate u; of each unit. The possible production
rates u; € [0, 1] range from the idle mode to producing at full speed. Naturally, units in the failed state
cannot produce and their production rate is fixed to zero. The production rate of a unit directly affects its
deterioration rate, that is, the average amount of additional deterioration per period. In accordance with
Uit het Broek et al. (2019a,b), we use a function g that describes the production-deterioration relation
(pd-relation in short). When a unit produces at rate u;, its deterioration rate equals g(u;). Moreover,
we assume that units deteriorate faster when producing at higher rates, and thus the pd-relation g is an
increasing function. For clarity, we denote the minimum and maximum deterioration rate by pmin = g(0)
and pmax = g(1), respectively.

The cost of maintaining a unit depends on its condition at the moment of maintenance. Maintaining
a functioning unit is referred to as preventive maintenance and costs ¢p,. Corrective maintenance is

4



required for a unit that has failed and costs cc,, > ¢pm. The fixed setup cost for maintenance is denoted
by Cserwp and is incurred at the moment that a maintenance intervention is scheduled.

The costs corresponding to the production decision depend on the total production rate &t = 37 | u;
and a given production target k. A constant penalty 7 is incurred per time period that the target is not
satisfied, i.e., if i < x. Moreover, there is a variable penalty per time period 7; and a bonus per time
period mp that are proportional to the shortage and overproduction, respectively. Note that this cost
structure is flexible and allows us to study systems with both hard and soft production constraints, and
systems where failures are severe or not. For instance, systems for which shortages are avoided at all
costs and for which there is no benefit of overproduction (e.g., gas turbines that must provide a reliable
gas flow with a steady pressure) can be analyzed by using an extremely high constant penalty 7 and
a bonus of m, = 0. Production facilities that purely maximize profit (i.e., production revenues minus
maintenance costs) can be analyzed by setting the production target x equal to the maximum production
capacity, the constant penalty 7 that is incurred when the target is not satisfied to zero, and the variable
penalty for shortages | equal to the production value. Systems that aim to minimize costs under a given
production target while being able to sell overproduction for lower prices (e.g., offshore wind farms) can
be analyzed by choosing positive values for 7, 1, and 7;.

4. Markov decision process formulation

We formulate the system as a Markov decision process (MDP) in order to determine optimal policies.
An MDP is defined by a set of decision epochs, a finite set of system states, a finite set of admissible
actions per state, and state- and action-dependent transition probabilities and immediate costs. In the
remainder of this section, we first introduce the discretized states and the corresponding admissible ac-
tions. Thereafter, we give an overview of each decision epoch and the corresponding Bellman equations.
We end the section with the algorithm that we use to determine optimal policies.

4.1. Discretization

Time is discretized into periods of length Az, chosen in such a way that the planning time s is a
multiple of Az. The continuous set of production rates is discretized into m positive production rates
plus the idle mode, thatis, U = {i/m | i = 0, ..., m}. The deterioration interval [0, L] is discretized into
X ={(i+0.5)AX|i=0,...,L/AX} where AX is selected such that L is a multiple of AX. The discrete
deterioration levels are represented by an index ranging from O (index of the as-good-as-new condition)
to £ (index of the failed condition).

Similar to Uit het Broek et al. (2019a,b), who considered single-unit systems, we let F, o, be the
cumulative distribution function of the deterioration increment for a single unit in a period Ar while it
produces at rate u. For ease of notation, we generally omit the subscripts # and At in the remainder of
this study. We remark that we only consider nondecreasing deterioration processes and thus F(0) = 0.
The probability of a zero deterioration increment is modeled as F(0.5AX). The probability to jump from
deterioration level k to k+1, given thati > 1 and k+i < ¢, is modeled as F((i+0.5)AX))— F((i—0.5)AX)).
The probability to jump from deterioration level k to the failed level £ equals the remaining probability
1 — F((i — 0.5)AX). Thus the probability P(k, k + i) to jump from deterioration level k to deterioration
level k + i equals

0 ifi<0,
F(0.5AX ifi=0,

Pk +iy =15 ) n
F((i+05)AX) - F((i—0.5)AX) if0<i<l—k+1,
1 = F((i - 0.5)AX) ifizl—k+ 1.



4.2. The value functions

In order to ease the analysis, we model each decision epoch as a sequence of three consecutive stages,
see Figure 1. In the first stage, the system state is observed and we determine whether a new maintenance
intervention will be scheduled. In the second stage, we determine whether maintenance will be carried
out. In the third stage, we choose the production rates of the units, and we model the deterioration of
the system. We let v, wi, and w; denote the value functions at the start of the three stages, respectively.
In what follows, we discuss the stages in more detail and we provide explicit formulations for the three
value functions.

perform maintenance r

observe state (x, T) J system deteriorates

| ! l |
| |
t T ! t+1

. . set production rates u
option to schedule maintenance p
and reduce remaining planning time

Figure 1: Order of events in each decision epoch.

Stage 1: Observe state and schedule maintenance

At the start of each epoch, the deterioration levels x and the remaining planning time until the next
scheduled maintenance intervention, denoted as 7 € {1,..., s/At, ns}, are observed. Notation ns is used
to indicate that no maintenance intervention is currently scheduled. We remark that 7 = 0 is not possible
at this stage as will be explained later.

When the next maintenance invention is already scheduled (i.e., T # ns), there is no decision to be
made and the remaining planning time is reduced by one, thus v(x,7 | 7 # ns) = wi(x,7 — 1). When
maintenance has not been scheduled yet (i.e., T = ns), the operator has to decide whether an intervention
will be scheduled or not. In case no new intervention is scheduled, both the remaining planning time 7
and the deterioration state x remain unaltered. In case maintenance will be scheduled, the maintenance
setup Cost Cgerup 18 incurred and the remaining planning time is set to 7 = s. The value function thus
equals v(x, 7 | 7 = ns) = min{w;(x, ns), Cserp + W1(x, 5)}.

Summarizing, the value function v equals

min{w(x, ns), Cserp + wi(x,s)} if 7 =ns,

ey

v(x,T) = .
wi(x,T—1) otherwise.

Stage 2: Carry out maintenance

The second step is to determine whether to carry out maintenance, which is only possible at the end of
the planning time. Recall that wi (x, ) represents the value function after the decision whether to schedule
a maintenance intervention has been made. Since maintenance can only be performed at the end of the
planning time, there is no decision in this stage when 7 # 0. It follows that wi(x, 7 | 7 # 0) = wo(x, 7).

When 7 = 0, the operator decides which units are maintained. We denote the maintenance decision
asr = (ry,...,r,), where r; = 1 if unit i/ is maintained and r; = O if not. The set R = {0, 1}" denotes the
set of all possible maintenance decisions. Maintenance restores a unit to the as-good-as-new condition
and thus the post-maintenance condition for unit i equals

Xi ifl’,':O,

Xi(xi, 1) =
i i) 0 ifrp=1.



We denote the deterioration levels of the whole system after maintenance action r as x’(x, r). Further-
more, regardless of decision 7, the remaining planning time is reset to 7 = ns to indicate that the next
maintenance intervention is not scheduled yet. This also explains why an epoch can never start with
7 = 0. The direct costs incurred by performing maintenance action r depend on the system condition x
and equals

n

e1(x,r) = Zria(xi),

i=1

where ¢(x;) = cpm if x; < € and &(x;) = cen if x; = €. The value function wy given that 7 = 0 thus equals
wi(x, 7| 7= 0) = minyer {(x, 1) + wa(x'(x, ), n8)}.
Summarizing, the value function w; equals

1) = {WQ(x, 7) if 7 %0, o

min,er {@1(x, r) + wo(x'(x,7),ns)} if 7 =0.

Stage 3: Production decision and deterioration

In the final stage, the operator selects the production rates of the functioning units while the pro-
duction rates of failed units are fixed to zero. The function wy(x, T) represents the value function of the
post-decision state after maintenance has been performed. Remark that the remaining planning time 7
is only decremented in the first stage and that the second stage resets it to ns at the end of the planning
time; hence, 7 = 0 is not possible at the start of this stage.

We let U(x) denote the set of all admissible production decisions given that the system is in deterio-
ration condition x. The production decision u € U(x) affects both the direct cost ¢,(u) and the expected
deterioration increments.

The direct costs consist of a possible fixed and variable penalty if the production target is not satisfied
and a bonus in case of overproduction. To define the direct cost function, we let I4 be an indicator
function that equals one if condition A is true and zero otherwise. Recall that &t = 37" | u; equals the total
production rate of the system as defined in Section 3. Now we have

©2() = Liae (7@ + (k — @)mry) At + Lis (it — )AL

We let X'(x) = {(x],..., x,) | x; < x] < {} denote the set of all reachable deterioration states from
state x. Note that, although the deterioration increment probabilities depend on the selected production
rates u, the set of reachable states only depends on the current state x. The value function w, equals

wy(x,7) = min {¢; (Z u,-] + Z Puai(x, x)v(x’, 1) ¢ 3)

uet(x) i=1 YeX (%)

4.3. Modified policy iteration

We use modified policy iteration, an algorithm that combines value iteration with policy iteration, to
find stationary e-optimal policies for the value functions given in Section 4.2. In general, policy iteration
spends most of the time in exactly solving the value functions for a given policy, whereas value iteration
is computationally expensive because it considers all possible policies in each iteration and typically
requires many iterations to converge. Puterman (1994, pp 386) describes a modified policy iteration
algorithm to accelerate the convergence rate by combining both algorithms. The intuition behind this
approach is to apply policy iteration but instead of solving the exact values for v, wy, and wy, the values
are approximated by value iteration while the policy is kept fixed for a number of successive iterations.



The modified policy iteration that we use is provided in the Appendix in Algorithm 3. We let ¥
denote the value function after an iteration that starts with value function v. The algorithm starts with
initializing v(x,7) = O for all x and 7, and iteratively updates the best actions and corresponding values
for each state. The difference with the default value iteration algorithm is that not all admissible actions
are considered in each iteration. Instead, the current best policy is fixed for a number of iterations,
followed by a single iteration that considers all policies. The algorithm stops if the span, defined as
sp(w) = max, r w(x, T) — min, r w(x, 7) where w = ¥ — v, is smaller than a given positive number € > 0.
The optimal long-run cost rate g* is then estimated as

g = (min{y — v} + max{v — v}) / 2, 4

for which holds that |g — g*| < €/2.

5. Setup numerical experiments

We examine the value of dynamically reallocating load among units based on condition information
by comparing the optimal joint condition-based load-sharing and maintenance policy to a policy that only
uses condition information to schedule maintenance and that equally shares load among the functioning
units. We refer to the former as the condition-based load-sharing policy and to the latter as the equal
load-sharing policy. We note that this benchmark policy equals the optimal condition-based maintenance
policy studied by Olde Keizer et al. (2018), which they showed to be much more effective for systems
with load sharing than other commonly applied maintenance policies.

In Section 5.1, we introduce the gamma process that we use to model deterioration of the units.
Thereafter, in Section 5.2, we introduce two base systems that are characterized by their production
contracts that prescribe a production target and the associated penalties if the target is not satisfied. The
first contract type models a system with some overcapacity and a small penalty if the fixed production
target is not satisfied. The second contract type models a system that primarily focuses on reliability,
which is done by including redundancy and incurring an extremely high penalty if the target is not
satisfied.

The structure of the optimal policy under both contract types and the corresponding cost savings
compared to the equal load-sharing policy will be discussed in Sections 6 and 7. In these sections, we
will provide many illustrations of the optimal policies in order to give a clear insight into how the optimal
policy is affected by the various system parameters.

5.1. Deterioration process

We use stationary gamma processes to model deterioration as these are suitable to model mono-
tonically increasing deterioration processes such as wear, erosion, and fatigue (Van Noortwijk, 2009).
Moreover, the gamma process is flexible and allows to examine deterioration processes with different
characteristics as its rate and volatility can be controlled by two parameters.

A gamma process consist of independently gamma distributed increments. For the gamma density
function, we use the same parametric form with shape @ > 0 and scale 8 > 0 as Uit het Broek et al.
(2019a). For the deterioration increment per time unit ¥ we have E[Y] = of and Var(Y) = af®. The
density function for the increments in a time interval with length Ar is obtained by rescaling the shape
parameter to aAt.

We let the production rate affect the deterioration increments of a unit in such a way that the expected
deterioration increment per time unit equals E[Y | u;] = g(u;), the variance of the deterioration increments
while producing at the maximum rate equals Var(Y | u; = 1) = o2, and the coefficient of variation is
independent of the production rate. These three properties are obtained by setting @ = u2,,. /02, and
By = g(uj) o2 /ﬂrznax. If verifying this, recall that g(1) = pmax.

max



Table 1: Parameter values for the base case excluding those for the production contract

Parameter  Value Interpretation

Hmin 0.5 Deterioration rate when idle

Mimax 5.0 Deterioration rate at maximum production rate
O max 6.0 St.dev. deterioration increments at maximum rate
0% 2.0  Shape pd-relation

s 1.0  Planning time for maintenance

Csetup 3.0 Maintenance set-up costs

Cpm 5.0 Preventive maintenance costs

Cem 20.0 Corrective maintenance costs

L 100.0  Failure level

n 20  Number of positive production rates

At 1.0  Partitioning size time horizon

Ax 1.0  Partitioning size deterioration levels

n 2.0 Number of units

Table 2: Parameter values for the two contract types

Parameter Typel Typell Interpretation

K 1.6 1.0  Production target

by 10.0 10°  Fixed penalty for production shortages
m 1.0 1.0 Variable penalty for production shortages
m 0.0 0.0 Bonus for producing more than «

5.2. Base systems

The parameter values for the base case considered in this study are listed in Tables 1 and 2. We
model the pd-relation by g(u;) = ftmin + (Umax — ,umin)ul.y, which allows to address concave (0 <y < 1),
linear (y = 1), and convex (y > 1) relations. The deterioration rate equals ppyi, = 0.5 for idle units and
HUmax = 5.0 for units that produce at the maximum rate. Thus, a unit also slowly deteriorates while being
idle. In practice this happens, for instance due to corrosion, bearings that become slightly unbalanced as
a result of one-sided pressure, or externally caused load due to weather conditions. Moreover, we focus
on convex pd-relations as these are most conceivable for real-life systems. A convex pd-relation implies
an incentive to share load equally among units because this results in the lowest average deterioration
rate at the system level.

The two base systems share all parameter values except for the ones that describe the production
contracts. Both systems consist of two units and thus their total capacity equals 2. Contract type |
represents a production facility that has some overcapacity but no redundancy and that aims to meet
the production target, although not at any cost. We model this system by setting a target below the
maximum production capacity k = 1.6, a fixed penalty & = 10, a variable penalty 7; = 1, and no bonus
for overproduction, i.e., mp = 0. Contract type II represents a system that primarily focuses on a reliable
production output. This base system has a redundant unit and an extreme penalty if the target is not
met. The redundant unit is modeled by setting the production target to k = 1 and the fixed penalty is
set to & = 10°. There is no benefit of producing more than the target and thus 7, = 0. One could argue
that overproduction is even discouraged or impossible in such systems and thus that we should have
my < 0. Although this is true, by choosing m, = 0 there is no advantage of producing at higher rates
while the system will deteriorate faster, and thus the optimal policies for 7, < 0 and 75 = 0 are the same.
Moreover, the fixed penalty is substantial and thus the optimal policy always aims to avoid production
shortages. For numerical reasons, however, we still set a small positive variable penalty 7y = 1, which
does not affect the observed optimal policy and its corresponding costs.
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Figure 2: Effect of the production rate on the deterioration process in the base case

If a unit continuously produces at rate u;, then its expected lifetime approximately equals L/g(u;) time
units. Thus, if a unit would always produce at full speed, its expected lifetime approximately equals 20
time units. To provide some intuition on the deterioration process of the base system, Figure 2 depicts 25
sample paths of the deterioration process for different production rates. We clearly see that producing at
lower rates increases the expected lifetime and results in more stable deterioration per time unit.

6. Results contract type I

In this section, we consider contract type I, which has some overcapacity, but no redundancy, and with
a fixed penalty in case the production target is not satisfied. In Section 6.1, we zoom in on the optimal
decisions for both the equal load-sharing and the condition-based load-sharing policies. Thereafter, in
Section 6.2, we examine how the policies and their performances are affected by the maintenance setup
cost, the volatility of the deterioration process, and the degree of overcapacity. In doing so, we define the
gap = |x; — x| as the absolute difference between the deterioration levels of the two units.

6.1. Optimal policy for the base system

Figure 3 shows the optimal decisions under the equal load-sharing (left) and the condition-based
load-sharing (right) policy for the base system described in Section 5.2. The production rate of unit 1
is indicated by gray scale, ranging from idle (black) to producing at the maximum rate (white). The
remaining areas at the top and right side indicate (in both text and color) when maintenance is scheduled,
where the three subareas indicate which units are maintained at the end of the planning time. The optimal
production rate of unit 2 immediately follows from that of unit 1 because the optimal policy exactly meets
the production target whenever possible. This is intuitive since there is no incentive to produce more than
the production target as 7, = 0 while there is a penalty & = 10 if the target is not met.

In the considered system, there is a maintenance setup cost and thus there is an incentive to cluster
the maintenance actions of both units. However, deterioration is stochastic and thus clustering mainte-
nance implies that maintenance is either performed unnecessarily early for one unit or too late for the
other. From a first inspection of the optimal policies provided in Figure 3, we immediately see that the
maintenance decisions are fairly similar for both policies, whereas their production decisions differ a lot.

Figure 4 depicts the long-run stationary state distribution under the optimal policies. Such distri-
butions show the probability to be in a certain state at an arbitrary moment in time, thereby providing
insights on how the deterioration processes are expected to behave over time and on the expected gap.
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Figure 4: Heat map of the long-run stationary state distribution under both policies.

We see that under condition-based load-sharing, the deterioration processes are expected to move close
along the diagonal, that is, the expected gap remains small when the units become further deteriorated.
On the contrary, under equal load-sharing, it is likely that the gap becomes larger over time. It follows
that the condition-based load-sharing policy uses the adjustable production rate to retain a small gap such
that the maintenance interventions can be clustered without wasting remaining useful life.

Observations on the production decisions

The production decisions under the condition-based load-sharing policy can be characterized as fol-
lows. Load is only reallocated when the gap exceeds a certain threshold, and this threshold becomes
smaller when the units get further deteriorated. Furthermore, the larger the current gap, the more skewed
load will be shared among the units. This structure stems from the fact that sharing load unequally among
units implies a higher average deterioration rate. For small gaps, it is quite likely that the deterioration
processes will synchronize without intervening. Consequently, it is better to continue producing at the
most efficient loads, that is, equally sharing load among units. If the processes do not synchronize, then
the operator can still intervene at a later stage.

An exception to the above is a situation with a healthy and a highly deteriorated unit. In this case, the
deteriorated unit takes over load from the healthy unit and synchronization is reached by only maintaining
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the deteriorated unit. Performing maintenance immediately would waste remaining useful life of the
deteriorated unit, whereas postponing it implies a larger gap after the maintenance action because the
healthy unit also continues to deteriorate. By reallocating load, maintenance can be postponed until the
deteriorated unit has depleted its remaining useful life while the other unit can retain its health. We note
that this scenario is unlikely to occur because large gaps are generally corrected in an earlier stage.

Observations on the maintenance decisions

The maintenance decisions under both policies are largely similar. Maintenance is clustered if both
units are highly deteriorated whereas only the most deteriorated unit is maintained if the deterioration
levels differ too much. Furthermore, for a given deterioration level of the healthiest unit, the other unit is
maintained according to a threshold policy.

A particular observation is that this threshold is first decreasing and then increasing in the deteriora-
tion level of the other unit. The threshold is non-constant because of two opposing incentives. On the
one hand, maintenance for the deteriorated unit should be performed early because this synchronizes the
deterioration levels. On the other hand, postponing the maintenance action better utilizes the useful life
of the deteriorated unit. If the deterioration level of the healthy unit is very low, then maintenance of
the deteriorated unit can be postponed without causing a too large gap after the maintenance action. The
higher the deterioration level of the healthy unit, the earlier maintenance for the deteriorated unit should
be performed in order to avoid a too large gap. This explains why the threshold first decreases as function
of the deterioration level of the healthy unit. If the deterioration level of the healthy unit increases further,
it becomes more likely that maintenance can be clustered in this cycle, which explains why the threshold
eventually increases. We note that this effect, although not mentioned by others, is solely caused by the
economic dependency and not by load sharing dynamics.

We also observe two structural differences between the two policies. Firstly, condition-based load-
sharing allows to schedule maintenance interventions at higher deterioration levels. The reason is that
lower production rates not only reduce the deterioration rates but also the volatility of the deterioration
increment per period. With condition-based load-sharing, the most deteriorated unit typically produces
at a lower speed, thereby reducing the risk of failure.

Secondly, because the equal load-sharing policy can only use maintenance to synchronize deterio-
ration levels, it clusters maintenance for considerably more states than the condition-based load-sharing
policy. For instance, if unit 1 is in the highly deteriorated state x; = 90, then the equal load-sharing
and condition-based load-sharing policies opportunistically maintain the second unit for deterioration
levels above 46 and 55, respectively. To understand this dynamic, let us consider the situation that the
deterioration level of the second unit lies between these thresholds, e.g, (x1, x2) = (90, 50). The second
unit clearly has no need for maintenance whereas maintenance for the first unit cannot be postponed. By
only maintaining the first unit, the system moves to state (xi, x) = (0,50). Under equal load-sharing
this implies that the next maintenance actions are again unlikely to be clustered, and thus it is better to
synchronize their deterioration by maintaining both units, thereby wasting a substantial remaining useful
life of the healthy unit. On the contrary, under condition-based load-sharing, the resulting gap can eas-
ily be synchronized before the next maintenance intervention, and thus it is not necessary to waste the
remaining useful life of the healthy unit.

From the above effects, it follows that both policies use the maintenance decision to synchronize
the deterioration levels of the units (e.g., by performing maintenance for a deteriorated unit earlier than
actually necessary for this single unit). However, such interventions waste remaining useful life of units
and is therefore significantly more expensive than using the more subtle option to synchronize the deteri-
oration levels by reallocating load. We indeed observe that the condition-based load-sharing policy uses
a maintenance intervention substantially less often to synchronize the deterioration levels.
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Figure 5: Effect of maintenance setup cost under the equal load-sharing (top) and condition-based load-sharing (bottom) policy.
Gray scale indicates the production rate of unit 1, ranging from idle (black) to the maximum rate (white). In the remaining
areas, a maintenance intervention is scheduled.

6.2. Parameter sensitivity

We continue by examining the effects of changing various parameter values on the structure of the
optimal policy and on the corresponding cost savings of condition-based load-sharing compared to equal
load-sharing. The results are obtained by taking the base system and adjusting the parameter values one
by one.

Effect maintenance setup costs

Figure 5 shows the optimal policies for various maintenance setup costs for the equal load-sharing
policy (top) and the condition-based production policy (bottom). Under equal load-sharing we observe
that 1) the area in which the healthy unit is opportunistically maintained decreases in size if the setup cost
decreases, and 2) for very low setup costs the maintenance decisions for the two units are independent of
each other.

Now consider the condition-based load-sharing policy. As long as the setup costs are substantial
(say cserup = 2), the maintenance decisions are insensitive to an increase of the setup cost whereas the
production decisions are affected. If the setup cost increases, clustering becomes more important and
the optimal policy assigns more load to the healthy unit. For instance, suppose we have x; = 10 and
x = 70. Then, for cyep = 2 the policy does not fully reallocate the load to the healthy unit (#; = 90%
and up = 70%) in order to produce at a more efficient rate, whereas for csewp = 3 the load is fully
reallocated (#; = 100% and u; = 60%). Further increasing the setup cost has almost no effect on the
optimal policy because the maintenance actions are already virtually always clustered.

Figure 6 (left) shows how the cost saving of adopting condition-based load-sharing is affected by the
maintenance setup cost. We indeed see that the cost saving first increases in the setup cost and then sta-
bilizes. An interesting observation is that without a setup cost, the optimal production and maintenance
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decisions of the units are still dependent, and cost savings around 5% are realized. In this case, the deteri-
oration levels of the units are actively desynchronized and their maintenance interventions are alternated.
Hereby, the useful lifes of the units can be better utilized by slowing down the most deteriorated unit
when it reaches the failure level.

Effect of the production target

Figure 7 shows optimal condition-based load-sharing decisions for different production targets (in-
creasing from left to right) for both stable (bottom) and volatile deterioration (top). A lower production
target implies more overcapacity, which gives the operator more flexibility to reallocate load among the
units, resulting in two benefits. Firstly, because it is easier to synchronize large gaps, the optimal policy
allows for larger gaps before load is reallocated. Secondly, the load of the most deteriorated unit can be
reduced further, resulting in a considerably less conservative maintenance policy that utilizes the useful
life of units more effectively.

In Figure 6 (middle), we see that the cost saving increases when the production target decreases, and
that there is no cost saving if the target equals the maximum production capacity. Moreover, the cost
savings are very sensitive to the production target if there is only little overcapacity, and it becomes less
sensitive if the production target comes closer to 1. However, if the production target drops below 1, the
cost saving becomes more sensitive again because the redundant unit provides new operational options
(see also Section 7).

Effect of the volatility of the deterioration process

Now we consider the effect of the volatility of the deterioration process by comparing the policies
presented in the top row of Figure 7 to those presented in the bottom row. We see that, regardless of the
production target, the optimal production decisions close to the diagonal are not affected by the volatility
of the deterioration process. The main difference is observed for large gaps that are not synchronized
before the next maintenance intervention (i.e., top left and bottom right areas in the figures). For stable
deterioration, the load is gradually shifted to the healthy unit if the gap increases. If the gap becomes
too large, the most deteriorated unit suddenly takes over load from the healthy unit. For more volatile
deterioration, this transition is less sudden and the area in which load is shifted to the deteriorated unit
is smaller. This is the case because the likelihood of synchronization by chance is higher, and because
accelerating a deteriorated unit too much results in unacceptable failure risks.

Figure 6 (right) depicts the effect of the volatility on the cost savings. For stable deterioration, the cost
savings are small because the deterioration levels of the units are not expected to diverge. If the volatility
increases, the expected gap at the end of the lifetime of the units increases too. Both policies still use
a high degree of clustering, but the condition-based load-sharing policy better utilizes the useful lifes of
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Figure 7: Effect of production target and of the volatility of the deterioration process. Gray scale indicates the production rate of
unit 1, ranging from idle (black) to the maximum rate (white). In the remaining areas, a maintenance intervention is scheduled.

the units by synchronizing their deterioration levels. Consequently, the benefit of condition-based load-
sharing increases if the volatility increases. Finally, if the deterioration process becomes highly volatile,
then large gaps that cannot be corrected for by reallocating load become more likely, and we indeed see
that the cost savings start to decline.

7. Results contract type II

We continue with the second contract type that applies to production facilities that must provide
a constant and reliable production output. The key priority for such systems is to avoid production
shortages, whereas minimizing operational costs is only a secondary objective. We model this by setting
the fixed penalty for shortages to 7 = 10%. Moreover, in practice, the reliability of such systems is often
improved by including a redundant unit, which we model by setting the production target equal to the
capacity of a single unit « = 1.0.

Most interactions for this contract type are similar to those for contract type I as discussed in Section 6
and are therefore not repeated here. We do, however, observe different effects of the volatility of the
deterioration process and of the maintenance setup cost, which we address in this section.

7.1. Effect volatility deterioration process

Compared to the base case, we lower the maintenance setup cost to cgeryp = 1 in this section be-
cause this gives more clear-cut policies while it does not affect the structural insights that we obtain. In
Section 7.2, we show that other maintenance setup costs result in similar insights.

Figure 8 shows the optimal condition-based load-sharing policy (top) and the corresponding long-
run state distribution (bottom) for stable (left), medium volatile (middle), and highly volatile (right)
deterioration. For stable deterioration, the risk that both units fail simultaneously is negligible. As a
result, their maintenance can be clustered without risking excessive penalties for shortages. For medium
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Figure 8: Effect of volatility of the deterioration process on the optimal production and maintenance decisions (top) and the
corresponding long-run state distribution (bottom).

volatile deterioration, having two units with intermediate or high deterioration levels becomes too risky
and the focus lies on minimizing the risk of production shortages. The deterioration levels of the units
are actively desynchronized such that the gap is around 45. Note that, because of the redundancy, failure
of one unit is allowed, and consequently the maintenance policy itself is actually less conservative than
in all previously considered cases with the same volatility. For highly volatile deterioration, not only the
maintenance interventions are alternated but also the usage of the units. Thereby, the system produces
at a less efficient rate, but also always keeps one unit in a good condition. This reduces the risk of
shortages if the other unit fails unexpectedly. Notice that maintenance is virtually never clustered, not
even if both units are highly deteriorated. In such cases, only one unit is maintained to desynchronize
the deterioration levels.
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Figure 9: Effect of the maintenance setup costs on the cost savings compared to the equal load-sharing policy
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Omax = 6.

7.2. Effect maintenance setup cost

Figure 9 shows the effect of the maintenance setup cost on the cost savings compared to the equal
load-sharing policy. Higher maintenance setup costs have almost no effect on the optimal policy for stable
deterioration (0max = 3) as for those maintenance actions are always clustered, and not on that for highly
volatile deterioration (omax = 9) as for those maintenance actions are never clustered. Correspondingly,
there is also no significant effect on the potential cost savings.

However, for medium volatile deterioration (o m,x = 6), the structure does change if we increase
the maintenance setup cost, as can be seen in Figure 10. For low setup costs, the operator focuses on
eliminating the risk of shortages by alternating the maintenance interventions. For higher setup costs,
total costs can be reduced by synchronizing the deterioration levels of the units as long as these are in
a good condition such that their maintenance can be clustered. When the units are highly deteriorated,
their deterioration levels are desynchronized again to reduce the risk of simultaneous failure. The equal
load-sharing policy can only reduce the risk of shortages by alternating the maintenance interventions
and thus cannot share the maintenance setup cost among the units. This also explains the significant
increase in cost savings that we observe in Figure 9.

8. Conclusion

We have investigated joint condition-based production and maintenance policies for multi-unit sys-
tems with economic dependency and whose units have adjustable production rates. The production rate
of a unit affects its deterioration rate, implying that condition-based production policies can be used
to control deterioration of the units. A production target at the system level is adopted and a penalty
is incurred if this target is not satisfied. Condition-based production decisions enable the operator to
(de)synchronize the deterioration levels of the units, thereby improving the clustering of maintenance
interventions or reducing the risk that multiple units fail simultaneously.

We have formulated the system as a Markov decision process and used this to determine cost-
minimizing joint production and maintenance policies. The benefits of dynamically reallocating load
among units is examined by comparing the newly proposed policy to a policy that combines condition-
based maintenance with a static production policy that shares load equally among all functioning units.
Results show that cost savings up to 20% can be obtained for systems with overcapacity but no redun-
dancy, and that these savings increase to 40% for systems with redundancy. The cost savings originate
from fewer failures, reduced risks of production shortages, improved clustering opportunities, and fewer
maintenance interventions per unit. Another promising observation is that adopting condition-based
production policies not only reduces expected costs but also its variance.
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For sufficiently high maintenance setup costs, the optimal policy aims to synchronize the deteriora-
tion levels of the units by assigning more load to the least deteriorated unit. The larger the difference
in deterioration, the more load is assigned to the healthy unit. Moreover, for low deterioration levels,
the optimal policy does not immediately adjust the production rates as the deterioration levels may syn-
chronize themselves and otherwise there is still sufficient time left to correct the gap at a later stage.
Interestingly, when the deterioration levels are far apart, the operator should not try to synchronize them
before the next maintenance intervention and should even accelerate the most deteriorated unit. At the
next maintenance intervention, maintenance will then only be carried out for the this unit, resulting in
better synchronized deterioration levels after this maintenance intervention. Postponing the maintenance
intervention implies a larger gap after maintenance because the healthy unit also continues to deteriorate,
whereas performing it immediately results in wasting remaining useful life of the most deteriorated unit.
These two aspects are better balanced by reallocating load to the most deteriorated one.

Another insightful result is that even without maintenance setup costs, the optimal production and
maintenance decisions of the units are still dependent. The condition-based load-sharing policy actively
alternates their maintenance interventions. Thereby, the most deteriorated unit can decelerate when its
deterioration level approaches the failure level. This results in better utilization of the useful life of the
units, which can result in cost savings up to 10%.

Condition-based load-sharing decisions seem to be particularly useful for systems with redundancy
and severe consequences if the production target is not satisfied. Examples are facilities that must provide
a reliable production flow such as gas turbines that maintain a constant gas pressure in the network. In
such scenarios, we observe cost savings of up to 40% for numerous problem instances. The structure
of the optimal production policy for stable deterioration processes is very different from that of volatile
deterioration processes. For stable processes, the deterioration levels are synchronized as long as units
are in a reasonable condition such that their maintenance interventions can be clustered. When the units
are highly deteriorated, their deterioration levels are desynchronized to reduce the risk of simultaneous
failure. On the contrary, for medium volatile processes, the focus lies solely on minimizing the risk of
production shortages by alternating the maintenance inventions. For very volatile processes, also the
usage of the units is alternated such that always at least one of the units is in a good condition. Thereby,
the risk of a production shortage in case the most deteriorated unit fails is minimized.

Controlling deterioration of multi-unit systems by adopting condition-based production rates provide
numerous opportunities for further research. We have considered situations with a fixed production target
over time. However, for instance in the electricity industry, output can be traded on a day-ahead market,
and thus the production target can be included as a short-term decision variable for such systems. We
expect that the operational efficiency improves by placing lower output bids if many units are highly de-
teriorated. This provides more flexibility to reallocate load among units, and it allows to produce at lower
rates which enables the operator to let the deterioration levels approach the failure level more closely.

It is also worthwhile to study systems with a maintenance capacity due to the need for scarce re-
sources such as skilled technicians and specialized vessels. We expect that condition-based load-sharing
policies can better cope with a restricted maintenance capacity than static production policies because
the preferred maintenance moments of units can be desynchronized by dynamically adjusting their pro-
duction rates.

Another direction is to examine the value of condition-based production planning for multi-unit sys-
tems in settings commonly faced by practitioners and often studied in the maintenance literature. Exam-
ples are uncertain failure levels, imperfect condition monitoring, fluctuating production prices, uncertain
production capacities, (aperiodic) inspections, partial repairs, and non-homogeneous deterioration pro-
cesses. We expect that condition-based load-sharing decisions in multi-unit systems can be particularly
useful to cope with uncertain condition information because highly deteriorated units can be decelerated
without losing production output on the system level.
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Appendix A. The modified policy iteration algorithm

In this appendix, we provide an overview of the modified policy iteration (see Algorithms 1-3), and
complement this with some additional remarks and tips to accelerate the convergence rate or to reduce the
memory usage. In contrast to Puterman (1994), we do not store the values for each iteration in separate
vectors but we reuse the same vector. This does not affect the flow of the algorithm, as only the values of
the last iteration are used to compute the new values, while it results in substantial lower memory usage.

Initial experiments have shown that more than 95% of the total running time is caused by evaluating
Equation (3) in line 3 of Algorithm 1. In particular, the second term within the minimization, i.e.,
the expectation that incorporates the deterioration increments, seems to be time-consuming. It clearly
follows that all effort to improve the performance of the algorithm should focus on this for-loop.

The iterations of all for-loops in Algorithms 1 and 2 are independent of each other, and thus their
iterations can easily run in parallel. For our initial experiments, we observed that running the first for-
loop of Algorithm 1 results in an almost linear speed up in the number of CPU cores (regardless of the
considered system) whereas the other for-loops are not worth running in parallel (and doing so can even
slow down the algorithm due to increased processor overhead).

The considered system has identical units and thus the state space has some symmetry, e.g., for a
two-unit system the value of state (x1, xp, 7) is the same as for (x, x1, 7). The easiest way to exploit this
is by adjusting the given algorithms such that for states with x, > x; the value w»(xy, x2, 7) is copied from
wo(x2, x1, T) instead of being calculated. Initial experiments suggests that it beneficial to implement this
in all for-loops in Algorithm 1 and 2, resulting in a speed-up of around 40% for two-unit systems.

Algorithm 1 updatePolicy AndValues

Input: Values for v

Qutput: Updated values for v and current best actions dy, d, and d,.
1: // For ease of notation, S = {(x, 7)} denotes the set of all states

2: forall s € S do

3 Compute w,(x, 7) according to Equation (3)

4 While computing w,(x, T), store the minimizing argument as d,(x, )

5: end for

6: forall s € S do

7 Compute w, (x, 7) according to Equation (2)

8: While computing w(x, 7), store for 7 = 0 the minimizing argument as d;(x, T)
9: end for

10: for all s € S do

11: Compute V(x, 7) according to Equation (1)

12: While computing ¥(x, 7), store for 7 = ns the minimizing argument as dy(x, T)
13: end for

14: return v, do, dl, dz,
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Algorithm 2 evaluateFixedPolicy

Input: Convergence criterion €, maximum number of iterations 7, a policy (do, di, d,), and values for v
Output: Updated values for v under the given policy

1: // For ease of notation, S = {(x, 7)} denotes the set of all states

2: while true do

3:  forallseS do

4: Set u = dy(x,7) and compute W (x, T) = @5 (i i) + Dvexr( Puar(x, X)v(x', 7)
5: end for
6: for all s € S do
7: Set r = d,(x, t) and compute W, (x,7) = {WZ(X’ D _ ?fT #0,
@1(x,r) + wo(x'(x,r),ns) ift=0.
8: end for
9: forall s € S do
wi(x,ns) if T = ns and dy(x,7) = 0,
10: Compute ¥(x,7) =3¢+ wi(x,s)} if r=nsanddy(x,7)=1,
wi(x,7—1) otherwise .
11: end for
12:
13:  if sp(v —v) < eorn <0 then
14: return v
15: end if
16:

17: Setv=vandn=n-1
18: end while

Algorithm 3 Modified policy iteration

Input: Convergence criterion € and maximum number of iterations to fix a policy n
Output: Optimal actions for each stage dy, d;, d», and the corresponding average cost rate g
1: // For ease of notation, S = {(x, 7)} denotes the set of all states

2: Setv(x,7)=0forallse S

3: while true do

4. Set v, dy, dy, d, = updatePolicy AndValues(v)
5:

6: if sp(v —v) < € then

7: Compute g according to Equation (4)

8: return dy, d;, ds, g

9: end if

10:

11: Set v = evaluateFixedPolicy(e, n, dy, dy, d», V)
12: end while
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